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Abstract: The HIV (Human Immunodeficiency Virus) is an infection-causing virus that targets 

the immune system, making it more vulnerable to illness and infection. East Java (33,043), 

Papua (25,586), West Java (24,650), and Central Java (18,038 persons) all had more HIV/AIDS 

infections in 2017 than DKI Jakarta (46,378), which was followed by East Java (33,043), West 

Java (24,650), and a smaller number—25,586—in Papua. Nationally, West Java is still among 

the four provinces with the highest HIV/AIDS cases. This shows that HIV/AIDS has become a 

threat to the wider community because in addition to threatening the lives of sufferers, this 

disease is at risk of transmission that will increase. The increase in HIV/AIDS cases can be a 

problem in the psychology of the sufferer, because this disease can have a negative impact in 

the form of physical, psychological, social and spiritual problems that cause PLWHA (People 

with HIV AIDS) to live a stressful life. In this study, calculations were carried out using the K-

Means algorithm with the Optimize Parameters Grid on data on the spread of HIV / AIDS cases 

in 2019-2021 sourced from the West Java Provincial Health Office. K-Means is one of the 

algorithms in data mining that can be used for grouping / clustering of data. The data used in 

this study were 971 records. The purpose of this study was conducted to determine the cluster 

of t h e spread of HIV/ AIDS as an effort to assist the government in reducing the number of 

HIV / AIDS cases in West Java province. The results o f this study are comparing DBI with the 

K-Means method from k-2 to k-20 contained in the table above, it can be seen that the cluster 

that is close to 0 is k-2, with a DBI value of 0.414. Because the value of k-2 is the smallest value 

compared to other k, it can be concluded that k-2 with a value of 0.414 which is closest to 0 is 

the best cluster result. 
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Introduction  

HIV/AIDS cases continue to increase every year, in 2022 it was reported that the cumulative 

number of HIV/AIDS sufferers in Indonesia amounted to 242,699 people. The prevalence of 

HIV/AIDS cases is still a health problem in Indonesia. Nationally, West Java is still among the 

five provinces with the highest HIV/AIDS cases [2]. HIV (Human Immunodeficiency Virus) is a 

virus that attacks the immune system which can weaken the body's ability to fight infection and 
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disease. While AIDS is a condition where HIV is already in the final stage of infection. At this 

stage the body's ability to fight incoming infections is very low making it very vulnerable to 

various infections (Krisdayanti, et al, 2019). 

The K-Means algorithm is the technique used to cluster HIV/AIDS cases in West Java. Due to its 

ease of use and effectiveness in splitting data into various groups, the K-Means algorithm is one 

of the clustering algorithms that is frequently employed. An approach that can reduce the distance 

between data and its cluster is the K-Means algorithm. Because of its ease of use and effectiveness 

in combining data with enormous volumes, clustering K-Means is a popular method and is most 

frequently employed in data processing. One non-hierarchical clustering technique is K-Means, 

which aims to divide existing data into one or more clusters. (Salami, et al, 2021). 

In an effort to aid the government in lowering the number of HIV/AIDS cases in the province of 

West Java, the study's goal was to identify the cluster of the spread of HIV/AIDS. In order to assist 

the government in reducing the number of HIV/AIDS cases in West Java, the goal of this research 

is to identify the cluster of HIV/AIDS cases in West Java based on age characteristics. 

 

Literature Review  

Data Mining 

Data Mining is the process of finding meaningful new correlations, patterns and trends by sorting 

through large amounts of data stored in repositories, using pattern recognition technology as well 

as statistical and mathematical techniques [6]. One method that occurs in data mining is clustering. 

Clustering is a data analysis method that can be used to solve problems in a data grouping. Data 

mining is often also called knowledge discovery in databases (KDD). KDD is an activity that 

includes collecting, using historical data to find regularities, patterns or relationships in large data 

sets. Data Mining is the core of the knowledge Discovery in Database (KDD) process which 

involves algorithms to explore data, develop models and find previously unknown patterns, also 

known as pattern recognition which is used to find hidden patterns from processed data. 

(Ramadhani, et al, 2023). 

 

Knowladge in Database (KDD) 

Knowledge in Database (KDD) is a method used to obtain knowledge originating from existing 

databases. The results of the knowledge obtained can be used as a knowledge base that is used for 

decision making purposes [4]. Knowledge in Database (KDD) is an activity that includes 

collecting, using historical data to find regularities, patterns or relationships in large data sets. Data 

Mining is the core of the Knowledge Discovery in Database (KDD) process which involves 

algorithms for exploring data, developing models and finding previously unknown patterns is also 

known as pattern recognition which is used to find hidden patterns from processed data. (Indra, et 

al, 2021). 

 

Clustering 

Clustering is the process of dividing data in a set into several groups where the similarity of the 

data in one group is greater than the similarity of the data with data in other groups. Basically, 

clustering is a method for finding and grouping data that has similar characteristics (similarity) 

between one data and another. other data. (Sari, et al, 2019). 

 

K-Means Clustering Algorithm 

The K-Means algorithm is an iterative clustering algorithm that partitions a data set into a number 

of k clusters that have been determined at the beginning [4]. The K-Means algorithm has quite 
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high accuracy regarding object size, so this algorithm is relatively more scalable and efficient for 

processing large numbers of objects. Apart from that, the K-Means algorithm is not affected by 

the order of objects. One of the important stages in implementing K-Means Cluster is determining 

the centroid, number of clusters and centroid distance. (Sari, et al, 2019). 

 

Method  

A. K-means Clustering Algorithm 

Knowledge extracted from existing databases is obtained using the Knowladge in Database (KDD) 

approach. The outcomes of the knowledge acquired may be used to create a knowledge foundation 

for use in making decisions [4]. Knowledge in Databases (KDD) is the process of gathering and 

using historical data to look for patterns, regularities, or correlations in huge data sets. Data mining, 

also known as pattern recognition, is the central component of the knowledge discovery in 

databases (KDD) process. It uses algorithms to examine data, create models, and identify 

previously undiscovered patterns. 

The K-Means approach divides the dataset into a preset number of k clusters using iterative 

clustering [4]. The K-Means technique is comparatively more scalable and effective for processing 

a large number of objects because it has a reasonably high precision for the object's size. The order 

of the objects has no impact on the K-Means method either. Finding the centroid, the number of 

clusters, and the centroid distance is one of the crucial steps in implementing K-Means Cluster [8]. 

Sustainable tourism as defined by The World Tourism Organization (UNWTO) is tourism that 

takes full account of current and future economic, social and environmental impacts. 

 

B. General Architecture 

A methodology and research limits are required for the paper's direction. so that a universal 

architecture can be constructed to prevent writing errors. In Fig. 1, the overall architecture is 

displayed. 

 

 
Figure 1 : Stages of the KDD Process 

 

In this design stage using the Knowledge Discovery in Database (KDD) stage, the KDD stages 

are as follows: 

1. Data Selection 

At this stage, the process of selecting which attributes will be used in the data mining process 

is carried out. Of the 10 attributes, namely Id, City District Name, Age Group, Gender, 
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Number of Cases, Year, Unit, Province Code, Province Name, City District Code. These 

attributes will be selected into 6 attributes, namely Id, City District Name, Age Group, 

Gender, Number of Cases, Year. 

2. Preprocessing 

Preprocessing is the process of cleaning data from missing values or noise, namely irrelevant 

or inconsistent data. In this preprocessing stage, the data obtained will be cleaned of errors, 

missing, or incomplete data criteria. 

3. Data Transformation 

Data Transformation is the process of changing the data type into numeric data type, so that 

the data can be processed using the K-Means algorithm. 

4. Data Mining 

This data mining stage is done by applying an algorithm or knowledge search. In this 

research, the algorithm used is the k-means clustering algorithm. 

5. Interpretation/Evaluation 

At the interpretation or evaluation stage, it is done by analyzing the results of the experiments 

that have been carried out. 

Result and Discussion 
Using the Rapidminer tool, the k-means clustering algorithm application is created. The phases of 

Knowledge Discovery in Databases (KDD) were used in this study. The following are some 

examples of how KDD was used in this study : 

A. Data Selection 

Read Excel, in the RapidMiner application the Read Excel feature functions as an excel file 

reader. This operator is used to import or enter excel data on the user's computer into the 

rapidminer process. Read Excel is the most basic operator used before starting a process. This 

operator can be used to load data from the Microsoft Excel spreadsheet. The dataset used is a 

dataset of HIV/AIDS cases in West Java. 

 

 
Figure 2 : Excel Read Operator 

 

The parameters in the Read Excel operator use the default parameters.  

Set Role, this feature serves to distinguish the naming line of coordinate attributes and position 

predictions that will be entered into the 'label' category. So that when categorizing the 'label' 

data does not participate in the calculation and change the results. 

 

 
Figure 3 : Operator Set Role 

The parameters of the Set Role operator used are shown in the table below. 
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Table 1. Second File Data Set Statistic 

No Parameters Contents 

1 Attribute Filter 
Type 

Subset 

2 Selected Attributes id, gender, number of 
cases, age group, 

district name 

Select Attributes, this operator is used to filter what data will be used in data processing. The 

attributes in the HIV/AIDS case dataset are filtered from 10 attributes to 6 attributes used. The 

attributes used are id, kelmin type, number of cases, age group, city district name, year. 

 

 
Figure 4 : Select Attributes Feature 

 

B. Preprocessing 

Since there are no missing values or data that do not have a value in the HIV/AIDS case 

dataset, there are no missing values. Preprocessing is not performed. 

 
Figure 5 : Statistical Results 

 

C. Data Transformation 

Nominal to Polynominal, used to convert non-numeric attribute types into polynominal types. 

In the HIV/AIDS case dataset, the year attribute becomes polynominal. 

 

 
Figure 6 : Nominal to Polynominal 

 



Proceeding International Seminar on Islamic Studies Vol. 5, No. 1 (2024) 

Thailand, February 10-11, 2024 E-ISSN: 2722-7618 ││  P-ISSN: 2722-7626                                   

 

 

 

1673 

 

Nominal to Numerical, used to convert non-numeric attribute types to numeric types. In the 

HIV/AIDS Case dataset the attributes gender, age group, city district name, year are converted 

to numeric. 

 

 
Figure 7 : Nominal o Numerical 

D. Data Mining 

In this stage the algorithm used is k-means clustering. 

 

 
Figure 8 : K-Means Clustering 

 

The parameters of the K-Means Clustering operator used are shown in the table below. 

Parameters of the operator This K-Means Clustering uses default parameters. 

 

 

 

Table 2 : Parameters of K-Means Clustering Preator 

No Parameters Contents 

1 K 2-20 

 

From the reading results of the K-Means Clustering operator with default parameters, the 

following information is obtained. 
 

Table 3 : K-Means Clustering Results 

Itertion Clusters Measure 
Type 

Main 
Criterion 

Davies Bouldin 

1 2 Euclidean 
Distance 

Davies 
Bouldin 

0.414 

2 3 Euclidean 

Distance 

Davies 

Bouldin 

0.570 

3 4 Euclidean 

Distance 

Davies 

Bouldin 

0.511 

4 5 Euclidean 

Distance 

Davies 

Bouldin 

0.615 

5 6 Euclidean 

Distance 

Davies 

Bouldin 

0.614 

6 7 Euclidean 

Distance 

Davies 

Bouldin 

0.703 
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7 8 Euclidean 

Distance 

Davies 

Bouldin 

0.742 

8 9 Euclidean 

Distance 

Davies 

Bouldin 

0.804 

9 10 Euclidean 

Distance 

Davies 

Bouldin 

0.813 

10 11 Euclidean 

Distance 

Davies 

Bouldin 

0.798 

11 12 Euclidean 

Distance 

Davies 

Bouldin 

0.806 

12 13 Euclidean 

Distance 

Davies 

Bouldin 

0.842 

13 14 Euclidean 

Distance 

Davies 

Bouldin 

0.831 

14 15 Euclidean 

Distance 

Davies 

Bouldin 

0.844 

15 16 Euclidean 

Distance 

Davies 

Bouldin 

0.844 

16 17 Euclidean 

Distance 

Davies 

Bouldin 

0.912 

17 18 Euclidean 

Distance 

Davies 

Bouldin 

0.927 

18 19 Euclidean 

Distance 

Davies 

Bouldin 

0.830 

19 20 Euclidean 

Distance 

Davies 

Bouldin 

0.854 

Furthermore, the Performance operator is used with the Davies-Bouldin Index (DBI) method. 

To find out the DBI value her. 

 

 
Figure 9 : Cluster Distance Performance 

 

From the reading results of the Performance operator, the following information is obtained. 

No K DBI 

1 2 0.414 

2 3 0.570 

3 4 0.511 

4 5 0.615 

5 6 0.614 

6 7 0.703 

7 8 0.742 

8 9 0.804 
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9 10 0.813 

10 11 0.798 

11 12 0.806 

12 13 0.842 

13 14 0.831 

14 15 0.844 

15 16 0.844 

16 17 0.912 

17 18 0.927 

18 19 0.830 

19 20 0.854 

 

E. Interpretation / Evaluation 

After comparing DBI with the K-Means method from k-2 to k-20 in the table above, it can be 

seen that the cluster closest to 0 is k-2, with a DBI value of 0.414. Because the value of k-2 is 

the smallest value compared to other k, it can be concluded that k-2 with a value of 0.414 

which is closest to 0 is the best cluster result. 

 

Conclusion  

Utilizing the K- Means Clustering technique, data testing utilizing RapidMiner tools on 

HIV/AIDS illness clustering in West Java was performed. The cluster that is closest to 0 is k-2, 

with a DBI value of 0.414, as determined using the K-Means method, which produced the DBI 

value from k-2 to k-20 in the table above. Because the value of k-2 is the smallest value 

compared to other k, it can be concluded that k-2 with a value of 0.414 which is closest to 0 is 

the best cluster result. 
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