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ABSTRACT		
Stunting	is	still	a	serious	public	health	problem	in	Indonesia,	where	the	prevalence	of	this	condition	is	37.2%,	up	
from	35.6%	in	2019	and	36.8%	in	2020.	The	length	or	height	of	a	child	who	is	short	(dwarf)	is	below	average	for	
his	age.	Stunting	has	a	negative	impact	on	IQ	deficiencies,	infectious	diseases,	mental	health	problems,	and	child	
development.	Toddlers	with	stunting	cases	are	detected	when	their	growth	and	development	does	not	match	
their	 age,	 but	 currently	 there	 is	 no	 data	 grouping	 based	 on	 these	 criteria	 that	 is	 of	 concern	 to	 parents	 and	
posyandu	cadres.	Data	can	be	grouped	using	the	K-Means	data	mining	technique.	The	K-Means	algorithm	is	often	
used	by	researchers	as	a	grouping	procedure	to	ascertain	whether	children	are	stunted	or	not.	395	datasets	are	
used	in	this	research	data.	The	Knowledge	Discovery	In	Databases	(KDD)	approach,	a	comprehensive	nontrivial	
procedure	for	detecting	and	recognizing	patterns	in	data,	underlies	this	research.	Based	on	the	variables	of	age,	
weight	and	height,	this	study	aims	to	identify	groups	or	clusters	of	stunting	status	in	children	under	five.	The	best	
number	of	clusters	with	K	=	2	was	determined	by	the	findings	of	this	investigation.	There	are	392	children	in	
cluster	0-Shanum,	Rizka,	Nurjanah,	and	others-and	three	toddlers	in	cluster	1-Ezra,	M.	Abidza,	and	Abd	Mahmud.	
With	a	total	of	287	stunted	toddlers	and	108	toddlers	with	normal	development,	the	most	ideal	DBI	value	is	0.007	
which	is	close	to	0,	this	shows	that	the	clusters	under	review	provide	quality	clusters.	
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1. INTRODUCTION		
In	 Indonesia	with	 a	 stunting	 prevalence	 of	 37.2%,	 up	 from	 35.6%	 in	 2019	 and	 36.8%	 in	 2020,	 the	
majority	of	the	population	is	still	affected.	The	Indonesian	Ministry	of	Health	estimates	that	the	stunting	
prevalence	rate	will	reach	38.9%	in	2020	(Indraputra,	2020).	Stunted	toddlers	(kerdil)	are	shorter	or	
taller	than	average	for	their	age.	The	World	Health	Organization	(WHO)	average	growth	standards	for	
children	are	used	to	establish	whether	a	person's	height	or	length	is	abnormally	high	or	low	(Indraputra,	
2020).	Stunting,	a	physical	growth	problem	characterized	by	slow	growth	rates,	is	caused	by	unbalanced	
nutrition	 (Jiwandono,	 et	 al.,	 2021).	 Children	 can	 become	 stunted	 during	 pregnancy,	 childbirth,	
breastfeeding,	 or	 the	 postpartum	 period.	 such	 as	 supplementary	 feeding,	 which	 does	 not	 provide	
adequate	 nutrition	 to	 toddlers	 (Nabila,	 et	 al.,	 2021).	 A	 measurement	 technique	 known	 as	
"Anthropometry"	can	be	used	to	assess	the	stunting	status	of	children	under	five.	Age	(U),	weight	(BW),	
and	height	(TB)	are	anthropometric	categories	(Rahmawati,	2023).		
	 The	K-Medoids	algorithm	can	be	used	to	classify	stunted	toddlers	in	Indonesia	into	high	and	low	
clusters,	 with	 28	 provinces	 having	 the	 highest	 cluster	 and	 6	 provinces	 having	 the	 lowest	 cluster,	
according	to	research	(Pascalina,	et	al.,	2022)	on	the	application	of	this	algorithm	to	categorize	stunted	
toddlers	in	Indonesia.	Using	the	K-means	Clustering	technique	based	on	an	additional	study	from	the	
article	(Isnain,	et	al.,	2022),	the	nutritional	values	of	under-fives	were	divided	into	groups	based	on	the	
factors	 of	 height	 and	 weight	 of	 under-fives,	 including	 obesity,	 over-nutrition,	 good	 nutrition,	 poor	
nutrition,	and	malnutrition.	Using	the	height	and	weight	parameters,	the	K-means	clustering	algorithm	
was	 used	 to	 divide	 the	 nutritional	 values	 of	 children	 under	 five	 into	 five	 categories:	 obesity,	
overnutrition,	 good	 nutrition,	 undernutrition,	 and	 malnutrition.	 As	 can	 be	 seen	 from	 some	 of	 the	
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descriptions	above,	the	two	studies	are	relevant	to	this	final	project	because	they	both	discuss	stunting	
cases	 in	 toddlers.	 However,	 this	 research	 is	 different	 from	 the	 others	 because	 it	 uses	 the	 K-means	
algorithm	and	selects	the	best	cluster	based	on	the	smallest	DBI	value	closest	to	0.	
	 The	purpose	of	this	research	is	to	find	out	how	to	group	the	status	of	stunted	children	based	on	
age,	 weight,	 and	 height	 variables	 which	 are	 then	 divided	 into	 two	 categories,	 namely	 Normal	 and	
Stunting.	Therefore,	the	K-Means	Clustering	approach	is	used	in	this	final	project.	Due	to	its	simplicity	
and	efficiency	in	grouping	very	large	data	based	on	processing	speed	by	organizing	items	into	classes	
that	have	similarities,	clustering	is	a	very	popular	and	most	commonly	used	method	in	data	processing.	
K-Means	clustering	approach	to	determine	the	stunting	status	of	under-fives.	Due	to	its	effectiveness	
and	 simplicity,	 the	 K-Means	 clustering	 method	 has	 become	 one	 of	 the	 most	 popular	 clustering	
algorithms	(Dwi,	et	al.,	2019).	395	datasets	were	used	in	this	research	data.	The	Knowledge	Discovery	
in	 Databases	 (KDD)	 approach,	 a	 comprehensive	 non-trivial	 process	 for	 discovering	 and	 identifying	
patterns	in	data,	was	used	to	assist	this	final	project	(Sari,	et	al.,	2021).	The	patterns	discovered	in	this	
project	are	valid,	novel,	valuable,	and	understandable.	
	
	
2. RESEARCH	METHOD/MATERIAL	AND	METHOD/LETERATURE	REVIEW		
A. Research	Stages	
The	stages	in	this	research	are	described	in	the	flowchart	below:	

	
Figure	1.	Flowchart	of	Research	Stages	

	
The	description	of	the	research	stages	carried	out	based	on	the	stages	in	the	figure	above	is:	
a. Problem	Identification	

Problem	identification	is	the	first	step	in	research	that	aims	to	classify	data	using	the	K-Means	
algorithm.	

b. Problem	Analysis	
At	this	stage,	an	analysis	of	the	needs	of	the	research	object	is	carried	out,	as	well	as	analyzing	
the	elements	needed	by	the	research	object.	

c. Collecting	Data	
The	data	collection	technique	used	in	this	study,	namely	the	observation	technique	used	in	
this	 study	 is	 a	 passive	 observation	 technique,	where	 the	 researcher	 comes	 directly	 to	 the	
Posyandu	implementation	site	to	observe	the	activities	carried	out	but	is	not	directly	involved	
in	 these	 activities.	 Then	 the	 results	 of	weighing	 records	 from	each	Posyandu	 are	 taken	 as	
research	material.	
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d. Making	a	Design	
The	research	stages	cover	the	research	steps	from	start	to	finish,	in	this	study	the	authors	used	
the	Knowledge	Discovery	in	Databases	data	mining	stage	in	data	processing.	The	phases	start	
from	 raw	 data	 and	 end	withknowledge	 or	 information	 that	 has	 been	 processed,	 which	 is	
obtained	as	a	result	of	the	following	stages	in	Figure	2:	

	

	
	

Figure	2.	Data	Mining	Stages	Using	KDD	
	

e. Testing	Data	Set	
The	data	retrieval	process	used	in	the	data	clustering	process,	which	seeks	to	select	or	select	
the	collected	data,	is	the	initial	stage.	The	dataset	used	is	the	Posyandu	weighing	data	observed	
in	 January	 2023	with	 the	 help	 of	Microsoft	 Excel	 software.	 A	 total	 of	 395	 records	with	 7	
attributes	make	up	the	collection.	The	following	attributes	are	listed	in	Table	1:	No,	Toddler	
Name,	Address,	Gender,	Age,	Weight,	and	Height.	

	
	

Table	1.	Posyandu	Dataset	

	
	

The	 pick	 Attribute	 operator	 in	 the	 RapidMiner	 program	 was	 used	 to	 select	 data	 for	 this	
investigation.	The	organized	data	set	was	imported	into	RapidMiner	before	the	data	selection	
procedure.	Creating	a	process	sheet	that	includes	applying	the	algorithm	and	testing	using	the	
test	methods	offered	by	 the	RapidMiner	operators	 is	 another	 thing	 to	do.	The	explanation	
below	shows	how	to	perform	these	actions.	

f. Conclusion	
This	 stage	 is	 the	 stage	of	making	 conclusions	 from	all	 the	 steps	 taken	 in	designing	a	 good	
system.	

	
B. Import	Data	
Data	in	*.xls	format	is	first	imported	into	RapidMiner	by	clicking	"Add	Data"	and	selecting	the	storage	
location	of	the	dataset	to	be	used,	before	the	K-Means	method	is	used.	Select	the	dataset	location	from	
"My	Computer"	as	the	dataset	is	a	file	with	*.xls	extension	and	not	derived	from	a	database	such	as	SQL.	
The	steps	involved	in	data	import	are	illustrated	in	Figures	3	and	4	below.	
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Figure	3.	Import	Data	

	
Select	 the	 RapidMiner	 data	 import	 option	 next.	 The	 data	 import	 process	 will	 display	 "no	

problem"	 if	 the	 selected	 data	 already	 shows	 no	 problem.	 then	 do	 the	 next	 steps	 to	 ensure	 that	
RapidMiner	can	import	the	data	correctly.	
	

	
Figure	4.	Data	Import	Process	

	
In	this	data	import	process,	an	id	or	identity	is	also	added	to	the	dataset	to	be	used,	namely	the	

Toddler	Name	attribute	is	changed	by	'Clicking'	the	settings	logo	then	changing	the	"change	role	type"	
in	"Click"	to	"id".	
	
C. Creating	Process	Sheets	
After	the	data	is	imported,	the	data	is	entered	into	the	Process	page.	By	dragging	the	imported	data.	An	
example	of	a	data	file	used	in	this	final	project	is	Tegalwangi	Village	Stunting	Data.	Then	Drag	and	Drop	
down	the	data	to	the	process	page.	Figure	5	below	is	the	implementation	into	RapidMiner.	
	

	
Figure	5.	Retrive	data	that	has	been	imported	
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D. Select	Attributes	
	

	
Figure	6.	Attribute	Select	Operator	

	
In	 the	 initial	 Tegalwangi	 Village	 posyandu	 dataset	 there	 are	 7	 attributes.	 These	 attributes	

include	No,	Toddler	Name,	Address,	Gender,	Age,	Weight	and	Height.	The	Select	Attribute	operator	on	
the	RapidMiner	tool	will	select	the	attributes	to	be	used	by	selecting	attributes	in	the	form	of	subsets	in	
the	Select	Attribute	operator	parameter.	The	data	selection	process	is	shown	in	Figure	6	and	Figure	7.	
	

	
Figure	7.	Attribute	Select	Operator	Parameters	

	

	
Figure	8.	Data	that	has	been	selected	
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E. Data	Pre-Processing	(Data	cleaning)	
Data	pre-processing	involves	cleaning	data	whose	variables	do	not	match	with	missing	values	from	the	
calculations.	As	can	be	seen	from	the	Statistics	findings	on	the	RapidMiner	tool	in	Figure	9	below,	at	this	
point,	no	missing	data	or	No	Missing	values	were	found	on	the	data	set.	
	

	
Figure	9.	Missing	Value	Checking	

	
	

F. Transformation	Data	
Nominal	to	Numeric	operator	and	Normalization	operator	are	used	in	the	data	transformation	step	to	
prepare	the	dataset	that	has	gone	through	the	previous	phase	to	be	analyzed	and	processed	using	K-
Means	Clustering	method.	In	this	final	project	dataset,	the	DBI	value	is	normalized	first	before	clustering	
with	the	K-Means	algorithm.	Figures	10	and	11	show	the	data	transformation	procedure.	
	

	
Figure	10.	Nominal	to	Numerical	Operator	Parameters	

	

		
Figure	11.	Nomalize	Operator	Parameters	

	
G. Data	Mining	
The	K-Means	approach	was	used	in	the	data	mining	stage	of	this	research	during	the	clustering	phase	to	
identify	stunting	cases	among	children	under	five	in	Tegalwangi	Village.	The	RapidMiner	tool	was	also	
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used.	The	Kmeans	clustering	operator	and	 the	distance	performance	clustering	operator	 for	 the	DBI	
value	evaluation	method	were	the	operators	used	at	this	stage.	
	
H. Evaluation	
To	make	the	patterns	created	during	the	data	mining	process	easier	to	understand	and	ensure	that	the	
information	 found	 does	 not	 contradict	 the	 hypotheses	 developed	 earlier,	 scatter	 and	 column	 bar	
visualizations	were	used	to	present	the	patterns.	
	
	
3. RESULTS	AND	DISCUSSION		
A. Results	of	Application	of	K-Means	Clustering	Algorithm	with	RapidMiner	Tools	
To	determine	the	clustering	of	the	created	process,	use	the	K-Means	algorithm	on	the	process	that	has	
been	built	below.	K-Means	is	the	clustering	operator	used.	Run	the	procedure	to	get	the	clustering	result	
after	 you	have	 finished	 creating	 the	model.	 The	 optimal	 process	model	 determined	by	 the	K-Means	
algorithm	is	shown	in	Figure	12	below.	

	
Figure	12.	Applying	K-Means	

	
Next,	set	up	the	K-Means	algorithm,	which	is	set	in	the	K-Means	Clustering	Parametere	menu,	

as	shown	in	Figure	13	below.	

	
Figure	13.	Cluster	Determination	Parameters	

	
This	is	the	procedure	of	entering	the	desired	K	value,	as	shown	in	Figure	13.	In	this	final	project,	

the	input	k	values,	namely	k	=	2,3,4,5,6,7,8,9,	are	repeated	ten	times	to	identify	the	cluster	with	the	best	
DBI	value,	which	is	close	to	0.	Run	the	procedure	again	to	get	the	clustering	results	from	applying	the	
RapidMiner	tool's	K-Means	technique.	The	best	K	value	of	k	=	2	is	obtained	in	the	iterations	that	have	
been	performed,	then	the	cluster	results	are	obtained	using	the	K-Means	technique.	
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	 There	are	many	outputs	generated	by	RapidMiner	9.10	software	that	are	included	in	the	data	
testing	 findings.	The	 line	 showing	 the	number	of	 cluster	groups	of	 stunting	 incidence	 in	Tegalwangi	
Village	is	visible	in	the	visualization	image.	The	image	below	shows	the	visualization	on	the	left	for	the	
x-axis,	y-axis,	and	selected	custom	color	 (cluster).	We	can	see	on	 this	graph	who	received	clustering	
positions	at	level	0	and	1.	

	
Figure	14.	Cluster	Visualization	with	Scatter	

	

	
Figure	15.	Visualization	with	Colum	Bar	

	
The	final	iteration	of	the	K-Means	program	for	clustering	data	aggregation	is	shown	in	Figures	

14	and	15	above.	Based	on	the	test	results	above,	cluster	0	has	392	toddlers	indicated	in	blue,	while	
cluster	1	has	3	toddlers	indicated	in	green.	
	
B. Cluster	Model	(Clustering)	
There	are	many	ways	to	view	cluster	results	in	the	Cluster	Model	(clustering),	including	a	text	view	that	
shows	the	results	of	grouping	by	cluster.	Cluster	1	has	three	 items	in	 it,	while	the	number	of	cluster	
members	is	392.	You	will	see	the	text	view	in	Figure	16.	
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Figure	16.	Text	View	Display	

	
	

	
Figure	17.	Folder	View	

	
	

In	accordance	with	the	image	in	Figure	17,	each	member	of	the	two	clusters	displays	the	name	
of	 the	 toddler	 in	 the	 folder	 view	which	 is	 a	 display	 of	 the	 cluster	 component	 data	 as	 a	whole.	 The	
clustering	of	stunting	cases	has	been	implemented	using	the	RapidMiner	tool.	The	optimal	height	for	
children	is	shown	in	Table	2	below	based	on	guidelines	from	the	Indonesian	Ministry	of	Health	and	WHO	
(World	Health	Organization).	
	

Table	2.	Anthropometric	Standards	for	Ideal	Height	by	Age	
No.	 Anthropometric	Standards	(Ideal	Height	by	

Age)	
1	 Baby	0	-	3	months	old:	Height	40.4	-	60	cm	
2	 4	-	6	month	old	baby:	Height	60.5	-	66.0	cm	
3	 7	-	9	month	old	baby:	Height:	67.5	-	70.5	cm	
4	 10	-	12	month	old	baby:	Height:	72	-	74.5	cm	
5	 Toddlers	13	-	24	months	old:	Height:	82	-	92	

cm	
6	 Ages	25	-	32	Months:	Height:	83	-	95	cm	
7	 Toddler	Age	33	-	44	Months:	Height:	84	-	97	

cm	
8	 Toddlers	44	-	58	months	old:	Height:	85	-	98	

cm	
	

Based	on	Table	3	below,	it	can	be	concluded	that	information	on	Normal	and	Stunting	status	in	
toddlers	from	395	data	obtained	members	as	follows.	

	
	
	

Table3.	Information	on	the	number	of	normal	and	stunted	toddlers	
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C. Optimized	Cluster	Evaluation	Results	using	K-Means	algorithm	and	DBI	calculation	
Based	on	Table	4	below,	through	the	use	of	the	k-means	clustering	method,	and	assisted	by	using	the	
Daviesbouldin	index	(DBI)	calculation	to	determine	the	most	optimal	cluster.	There	were	10	iteration	
trials	to	determine	the	best	DBI	value.	
	

Table	4.	Davies-bouldin	index	(DBI)	values	

	
	

	
Figure	18.	2nd	Iteration	DBI	Value	

	
Information	about	the	DBI	value	and	clustering	performance	is	shown	in	Figure	18.	The	test	

data	used	calculations	with	the	RapidMiner	tool	to	find	the	Davies-bouldin	index	(DBI)	value.	The	best	
DBI	result	with	the	value	of	K=2	is	0.007	close	to	0,	which	indicates	that	the	better	the	cluster,	the	smaller	
the	DBI	value	obtained	(non-negative	>	=	0).	based	on	the	K-Means	clustering	used.	for	computational	
results	using	the	tool	from	RapidMiner.	
	
4. CONCLUSION		
These	findings	were	achieved	as	a	result	of	the	research	that	had	been	conducted.	Based	on	the	findings	
of	data	analysis	using	the	RapidMiner	tool,	stunting	cases	in	toddlers	in	Tegalwangi	Village	as	of	the	end	
of	January	2023	were	divided	into	2	clusters	based	on	age,	weight,	and	height.	Cluster	0	contained	392	
toddlers,	including	Shanum,	Rizka,	Nurjanah,	and	others,	while	cluster	1	contained	3	toddlers,	including	
Ezra,	M	Abidza,	and	Abd	Mahmud.	According	to	the	ideal	standards	of	toddlers,	namely	anthropometric	
standards,	there	are	287	toddlers	with	normal	status	and	108	toddlers	with	stunting	status.	As	a	result,	
parents	need	help	from	the	posyandu	and	other	relevant	health	centers	to	reduce	and	even	eliminate	
the	number	of	stunted	toddlers	in	the	coming	months.	Based	on	the	evaluation	of	the	Davies	Bouldin	
Index	(DBI)	value,	the	calculation	with	the	RapidMiner	tool	produces	an	optimal	performance	evaluation	
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value	at	K	=	2	with	a	value	of	0.007	where	the	value	is	close	to	0,	which	indicates	that	the	cluster	under	
review	produces	a	good	cluster.	
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