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ABSTRACT		
Herbal	plants	used	for	medicine	have	prompted	many	researchers	in	the	field	of	computer	science	to	develop	an	
efficient	way	to	identify	these	plants	through	their	leaves.	This	study	will	propose	artificial	neural	networks,	such	
as	Multilayer	Perceptron	(MLP),	to	classify	herbal	plants.	This	method	is	used	with	feature	extraction	methods	
like	 the	 Gray	 Level	 Co-occurrence	 Matrix	 (GLCM),	 Hue	 Saturation	 Value	 (HSV),	 and	 Histogram	 of	 Oriented	
Gradients	(HOG)	to	find	out	about	the	leaves'	texture,	color,	and	histogram.	The	dataset	used	was	taken	directly	
with	a	digital	camera	from	various	types	of	herbal	plants	that	people	usually	see	in	everyday	life.	The	dataset,	
which	consisted	of	450	 images,	was	classified	 into	nine	classes.	The	entire	dataset	will	be	processed	using	a	
combined	feature	extraction	method	before	the	MLP	method	is	used	for	clustering.	This	method	is	used	to	better	
understand	the	diversity	of	herbal	plants	and	improve	classification	accuracy.	The	experimental	results	show	
that	the	combination	of	the	feature	extraction	method	and	the	MLP	algorithm	can	achieve	the	highest	accuracy	
of	95.56%	in	identifying	various	types	of	plants.	This	research	provides	significant	benefits	and	contributes	to	
the	development	of	an	herbal	plant	recognition	system	capable	of	accurate	classification.	
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1. INTRODUCTION		
	 Almost	 all	 scientific	 fields	 have	 been	 influenced	 by	 technological	 advances,	 such	 as	 the	
identification	and	classification	of	herbal	plants.	Herbal	plants	are	essential	for	medicine,	beauty,	and	
the	 food	 industry	due	 to	 their	 beneficial	 natural	 compound	 content	 (Yulianto,	 2017).	Morphological	
characteristics,	 such	 as	 unique	 leaf	 structures,	 are	 often	 used	 to	 identify	 herbal	 plants	 (Djufri	 et	 al.,	
2022).	The	leaf	identification	process	often	takes	a	long	time	and	requires	special	skills.	Therefore,	the	
use	 of	 the	 latest	 technology,	 such	 as	 image	 processing	 and	 artificial	 neural	 networks,	 is	 a	 good	 and	
reliable	solution.	

For	 years,	 herbal	 plants	 have	 been	 widely	 used	 and	 have	 become	 an	 important	 part	 of	
traditional	medicine	in	various	regions	of	Indonesia.	These	plants	are	considered	to	have	more	value	
and	usefulness	in	traditional	medicine	for	various	diseases	(Sapitri	et	al.,	2022).	However,	the	process	
of	identifying	these	plants	usually	involves	plant	experts	or	botanists,	which	requires	a	lot	of	time	and	
expertise.	 It	 is	 critical	 to	 use	 technology	 to	 expedite	 and	 simplify	 this	 process.	 The	 purpose	 of	 the	
research	is	to	use	artificial	neural	network	technology	and	image	processing	to	classify	various	types	of	
herbal	plants.	By	utilizing	the	ability	of	artificial	neural	networks	to	recognize	complex	patterns,	this	
system	 is	 expected	 to	 provide	 accurate	 and	 effective	 grouping	 or	 recognition	 results	 (Pujiati	 &	
Rochmawati,	2022).	

The	 application	 of	 artificial	 neural	 networks	 to	 herbal	 plant	 classification	 opens	 up	 new	
possibilities	 for	 rapid	 and	 accurate	 plant	 recognition.	 This	 study	 provides	 a	 reliable	 and	 efficient	
solution,	especially	for	addressing	the	challenges	of	herbal	plant	recognition	that	require	a	high	level	of	
accuracy.	It	is	hoped	that	the	results	of	the	study	can	simplify	and	accelerate	the	identification	process,	
allowing	more	people,	including	those	who	are	not	botanists,	to	identify	herbal	plant	types	with	a	high	
level	of	accuracy.	

Previous	studies	have	evaluated	 the	advantages	of	artificial	neural	networks	 in	herbal	plant	
classification.	One	study	showed	that	the	deep	learning	EfficientNetV2B0	model	can	achieve	excellent	
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accuracy,	 above	 90%,	 in	 plant	 classification	 (Putra	 et	 al.,	 2024).	 In	 a	 different	 study,	 five	 machine	
learning	 classifiers	 were	 used	 on	 an	 optimized	medicinal	 plant	 leaf	 dataset.	 They	 were	multi-layer	
perceptron,	 logit-boost,	 bagging,	 random	 forest,	 and	 simple	 logistic.	 The	 multi-layer	 perceptron	
classifier	 had	 the	 best	 accuracy,	 at	 99.01%,	 compared	 to	 the	 others	 (Naeem	 et	 al.,	 2021).	 Based	 on	
previous	studies,	the	use	of	artificial	neural	network	methods	has	enormous	potential	for	improving	the	
accuracy	of	herbal	plant	classification	and	paving	the	way	for	the	development	of	practical	applications	
in	herbal	plant	recognition	through	technology.	

In	 addition,	 the	 recognition	 process	 requires	 a	 feature	 extraction	 stage	 to	 obtain	 unique	
characteristics	based	on	the	shape,	color,	and	texture	of	an	image.	One	of	these	feature	extractions	is	the	
Gray	Level	Co-occurrence	Matrix	(GLCM),	which	can	be	used	with	the	Convolutional	Neural	Network	
(CNN)	and	Support	Vector	Machine	(SVM)	methods.	In	this	study,	the	results	of	herbal	leaf	recognition	
obtained	a	very	satisfactory	accuracy	of	96%	with	the	CNN	method	(Zahirah	et	al.,	2024).	Other	studies	
use	a	combination	of	HOG	and	LBP	 feature	extraction	with	 the	SVM	method,	which	has	much	better	
performance	 in	 detecting	plants	 than	using	 only	 one	 extraction	method	 (Aminul	 Islam	et	 al.,	 2019).	
According	to	this	study,	the	use	of	good	feature	extraction	and	machine	learning	methods	will	increase	
plant	recognition	accuracy.	

In	 this	 study,	 we	 propose	 a	 combination	method	 of	 feature	 extraction	 and	 artificial	 neural	
networks,	such	as	Multilayer	Perceptron	(MLP),	 for	herbal	plant	classification.	The	process	of	herbal	
plant	classification	begins	with	data	collection	from	leaf	images	that	have	label	information	according	to	
the	 type	of	plant	 (Hassan	et	al.,	2021).	After	 that,	 the	 format	will	be	adjusted,	and	 the	 image	will	go	
through	 a	 preprocessing	 and	 normalization	 stage,	 which	 is	 carried	 out	 to	 overcome	 variations	 in	
brightness	and	contrast	 levels.	Feature	extraction	will	be	performed	using	 the	Hue	Saturation	Value	
(HSV)	 technique	 for	 producing	 color	 features	 and	 the	 Gray	 Level	 Co-occurrence	Matrix	 (GLCM)	 for	
texture	features	(Lesiangi	et	al.,	2021).		

In	addition,	the	Histogram	of	Oriented	Gradients	(HOG)	feature	extraction	method	will	be	added	
to	improve	the	system's	ability	to	capture	texture	patterns	that	may	be	characteristic	of	herbal	plant	
images.	It	is	expected	that	by	integrating	HOG	features,	the	system	can	obtain	a	more	complete	image	
representation	of	herbal	plants,	which	in	turn	can	improve	the	accuracy	of	herbal	plant	classification.	
After	 the	 feature	 extraction	 stage,	 an	 MLP	 model	 is	 built	 specifically	 for	 the	 task	 of	 herbal	 plant	
classification.	 This	model	 uses	 a	 fully	 connected	 hidden	 layer	 to	 process	 the	 extracted	 features	 and	
finally	 connect	 them	 to	 the	 class	 output.	 The	 hidden	 layer	 in	 the	MLP	 serves	 to	 capture	 non-linear	
patterns	from	the	data,	while	the	output	layer	provides	the	final	classification	results.	

After	 passing	 the	 training	 stage	 with	 the	 prepared	 dataset,	 the	 model	 is	 tested	 with	 the	
validation	dataset	 to	assess	 the	accuracy,	precision,	 recall,	 and	F1-score	produced.	Furthermore,	 the	
model	obtained	during	testing	can	be	used	to	classify	images	of	unknown	herbal	plants.	This	process	will	
produce	types	or	classes	of	plants	that	are	successfully	identified.	This	method	allows	the	herbal	plant	
classification	 process	 to	 be	 automated	 through	 plant	 image	 analysis	 using	 a	 combination	 of	 feature	
extraction	and	artificial	intelligence.	
	
2.		 RESEARCH	METHODS	
	 This	 research	methodology	 will	 explain	 the	 implementation	 of	 a	 herbal	 plant	 classification	
model	 using	 the	 Multilayer	 Perceptron	 (MLP)	 method	 and	 feature	 extraction	 combination.	 The	
procedure	used	in	Figure	1	is	described	in	the	block	diagram	below.	
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Fig	1.	The	block	diagram	illustrates	the	proposed	method	for	classifying	herbal	leaves	
A.		Data	Collection	
The	dataset	used	is	 in	the	form	of	herbal	plant	 leaf	 images	from	nine	types	of	herbal	plants,	with	50	
images	taken	for	each	type	of	plant	that	is	easily	found	in	the	surrounding	environment.	Overall,	there	
are	450	images	used	for	the	research	object.	Figure	2	presents	an	example	of	an	image	of	a	herbal	plant	
leaf	used	in	this	study.	

	

	
Fig	2.	Herbal	plants	leaf	image	

(a)	Acalypha	australis	L,	 (b)	Murraya	paniculata,	 (c)	Murraya	koenigii,	 (d)	Sauropus	androgynus,	 (e)	
Dimocarpus	longan	L,	(f)	Vernonia	amygdalina,	(g)	Polyscias	scutellaria,	(h)	Artocarpus	heterophyllus,	
and	(i)	Syzygium	polyanthum	
	
B.		Features	Extraction	
Before	 the	 image	 classification	 stage,	 the	 feature	 extraction	procedure	will	 be	 carried	out	 first.	 This	
procedure	 generates	 parameters	 that	 distinguish	 the	 leaves	 of	 herbal	 plants.	 These	 characteristics	
function	as	unique	markers	that	distinguish	one	leaf	image	from	another.	Texture	and	color	features	are	
some	of	the	image	characteristics	that	can	be	recognized	by	numeric	values.	Feature	extraction	is	an	
important	process	in	image	processing	because	it	allows	the	collection	of	characteristic	data	from	the	
image.		

One	method	that	can	be	used	to	 identify	an	 image	based	on	 its	 texture	characteristics	 is	 the	
statistical	method	based	 on	 the	Gray	 Level	 Co-occurrence	Matrix	 (GLCM),	which	was	 introduced	 by	
Haralick	 et	 al.	 (1973).	 GLCM	 is	 one	 of	 the	most	widely	 used	 statistical	methods	 for	 texture	 feature	
extraction.	A	co-occurrence	can	be	defined	as	a	joint	occurrence,	i.e.,	when	the	gray	value	of	one	pixel	is	
adjacent	to	the	gray	value	of	another	pixel.	Various	texture	characteristics	can	be	obtained	from	the	Co-
occurrence	Matrix	(GLCM),	which	will	be	analyzed	using	equations	1,	2,	3,	and	4	(Listya & Rokhman, 
2019):	

	
𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = 	∑ ∑ (𝑖 − 𝑗)!𝑃(𝑖, 𝑗)"# 		 	 	 	 	 	 	 (1)	

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = 	
∑ ∑ #,"		'[#,"]*+!+""!

,!,"
		 	 	 	 	 	 	 (2)	

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ ∑ 𝑃[𝑖, 𝑗]!"# 		 	 	 	 	 	 	 	 (3)	

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑ '[#,"]
-.[#*"]"# 																																																	 	 	 	 (4)	

Another	 feature	 that	 can	 be	 applied	 to	 image	 grouping	 is	 the	 color	 feature,	 which	 can	 be	
analyzed	using	the	Hue	Saturation	Value	(HSV)	model.	The	HSV	model	is	implemented	to	define	RGB	
colors	by	converting	them	into	hue,	saturation,	and	value	values.	The	color	feature	values	of	the	image	
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using	the	HSV	method	can	be	obtained	by	applying	the	following	equations:	5,	6,	and	7	(Lesiangi	et	al.,	
2021b;	Listya	&	Rokhman,	2019):	

 
𝑉 = 𝑚𝑎𝑥(𝑅𝐺𝐵)	 	 	 	 	 	 	 	 	 (5) 

𝑆 = A
/*0#1	(3,4,5)

7
, 𝑖𝑓	𝑉 ≠ 0

0, 𝑖𝑓	𝑉 = 0																											
       (6) 

𝐻 =

⎩
⎪
⎨

⎪
⎧

89(4*5)
(7*0#1(3,4,5))

, 𝑖𝑓	𝑉 = 𝑅

120 + 89(5*3)
(7*0#1(3,4,5))

, 𝑖𝑓	𝑉 = 𝐺

120 + 89(3*4)
(7*0#1(3,4,5))

, 𝑖𝑓	𝑉 = 𝐵

	 	 	 	 	 	 (7)	

	
In	 addition	 to	 using	 the	 two	 features	 explained	previously,	 this	 study	 also	 utilizes	 the	Histogram	of	
Oriented	Gradients	(HOG)	characteristics.	HOG	is	a	feature	extraction	method	used	in	image	processing	
for	object	recognition,	where	this	method	is	suitable	for	use	to	assist	in	performing	identification	tasks 
(Rabbani	et	al.,	2024).	As	for	obtaining	feature	values	with	the	HOG	method,	equations	8	and	9	can	be	
used	as	follows	(Anggraeny	et	al.,	2020).	

 

𝑀(𝑖, 𝑗) = M(𝐼:(𝑖, 𝑗))! + (𝐼;(𝑖, 𝑗))!       (8) 

𝜃(𝑖, 𝑗) = 𝑎𝑟𝑐𝑡𝑎𝑛 Q<#(#,")
<$(#,")

R        (9) 

 
For	each	pixel	 in	 the	 image,	 the	magnitude	gradient	(M)	and	orientation	gradient	(θ)	can	be	

calculated	using	the	Sobel	operator	or	other	operators.	After	that,	the	image	is	divided	into	small	cells	
(cells),	 and	 then	 the	 histogram	 of	 the	 orientation	 gradients	 is	 calculated	 (Cheon	 et	 al.,	 2011).	 The	
histogram	is	then	normalized	to	reduce	the	influence	of	light	or	contrast,	as	shown	in	equation	10	below.	
 

𝑣!,#,$ =
∑ ∑ &((,)).,!-((,),!,#,$)=>

.∑ ∑ &((,))?=>

       (10) 

	
Where	vi,j,k	are	the	normalized	voxel	values,	bin(p,q,i,j,k)	is	the	histogram	of	gradient	orientations	in	cell	
k	at	position	(i,j),	and	∑p∑qM(p,q)2	is	the	sum	of	the	squares	of	the	gradient	magnitudes.	
	
C.		Data	Splitting	
In	the	next	step,	the	dataset	will	be	divided	between	the	training	process	and	the	testing	process.	This	is	
done	to	ensure	that	the	proposed	model	has	excellent	results,	is	reliable,	and	can	be	generalized	well	on	
data	that	has	never	been	used	before.	This	step	is	crucial	during	the	development	process	of	the	artificial	
neural	network	model.	The	data	collected	in	this	study	was	divided	into	two	parts,	namely,	training	data	
and	testing	data,	with	a	division	ratio	of	70:30.	
	
D.		Multilayer	Perceptron	(MLP)	Neural	Network	
Multilayer	Perceptron	(MLP)	is	an	artificial	neural	network	that	falls	under	the	category	of	feedforward	
neural	networks	and	is	used	to	model	non-linear	relationships	in	data (Ariansyah	et	al.,	2023).	MLP	can	
be	used	to	solve	various	cases,	such	as	pattern	recognition,	classification,	and	prediction	(Rashedi	et	al.,	
2024).	This	network	has	a	structure	consisting	of	several	layers	of	neurons,	including	an	input	layer,	one	
or	more	hidden	layers,	and	an	output	layer (Al-Saif	et	al.,	2021).	The	input	layer	receives	raw	data	from	
the	input	features;	the	number	of	neurons	in	this	layer	corresponds	to	the	number	of	features	in	the	data.	
Hidden	layers	function	to	process	data	received	from	the	input	layer	and	can	have	one	or	more	hidden	
layers.	The	neurons	in	the	hidden	layer	are	fully	connected	to	the	neurons	in	the	previous	layer.	The	
output	layer	produces	the	model's	final	prediction,	with	the	number	of	neurons	typically	adjusted	to	the	
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number	 of	 classes	 for	 classification	 problems	 or	 one	 neuron	 for	 regression	 problems	 The	 forward	
propagation	process	in	MLP	starts	with	finding	the	pre-activation	zl	for	each	neuron	in	the	hidden	layer.	
This	is	done	by	multiplying	the	weight	matrix	Wl	by	the	output	of	the	previous	layer	al-1	and	adding	the	
bias	bl	(Leoni	Sharmila	et	al.,	2019).	Mathematically,	this	is	expressed	in	equation	11	below.	

	
𝑧@ = 𝑊@𝑎@*- + 𝑏@		 	 	 	 	 	 	 	 (11)	

 
The	hidden	layer	output	is	obtained	by	applying	the	activation	function	f(.)	to	the	pre-activation	using	
the	following	equation	12.	

	
𝑎@ = 𝑓(𝑧@)     	 	 	 	 (12)	

 
For	the	output	layer,	the	pre-activation	is	calculated	as	the	result	of	multiplying	the	output	weight	matrix	
Wout	with	the	output	of	the	last	hidden	layer	aL-1	and	adding	the	output	bias	bout,	which	is	expressed	using	
equation	13	below.	
 

𝑧ABC = 𝑊ABC𝑎D*- + 𝑏ABC    	 	 	 	 (13) 
	

The	 final	 output	 is	 obtained	by	applying	 the	 softmax	activation	 function	 to	 the	pre-activation	of	 the	
output	layer,	producing	probabilities	for	each	class	using	equation	14	below.	

 

𝑝(𝑦 = 𝑘 ∣ 𝑥) = E%&'(,*

∑ E%&'(,"+
",-

        (14) 

 
In	the	learning	process,	MLP	uses	backpropagation	to	update	the	weights	and	biases	based	on	

the	gradient	of	 the	 loss	 function.	A	commonly	used	 loss	 function	for	classification	problems	is	cross-
entropy,	which	measures	the	difference	between	the	actual	label	and	the	probability	predicted	by	the	
model (Isabona	 et	 al.,	 2022).	 The	 cross-entropy	 loss	 function	 for	 multinomial	 classification	 can	 be	
calculated	using	equation	15	below.		
 

𝐿 = −∑ ∑ 𝑦#,FG
FH-

I
#H- 𝑙𝑜𝑔	(𝑝(𝑦# = 𝑘 ∣ 𝑥#))      (15) 

 
Where	yi,k	is	the	actual	label	for	the	i-th	sample	and	the	k-th	class,	p(yi=k|xi)	is	the	predicted	probability	
for	the	k-th	class,	and	N	is	the	number	of	samples.	

The	loss	function's	gradient	with	respect	to	the	weights	and	biases	is	calculated	using	the	chain	
rule,	which	is	then	used	to	update	the	model	parameters.	With	this	structure,	MLP	can	identify	patterns	
in	 data	 and	make	 predictions	 that	 can	 be	 applied	 in	 a	 variety	 of	 artificial	 intelligence	 and	machine	
learning	application	

	
E.		Model	Evaluation	
After	the	herbal	plant	classification	stage	is	carried	out,	the	next	step	is	to	assess	the	performance	of	the	
method	by	utilizing	the	confusion	matrix,	such	as	accuracy,	precision,	recall,	and	F1-score (Azmi	et	al.,	
2023).	The	proposed	method's	performance	assessment	can	be	done	using	equations	16,	17,	18,	and	19,	
as	follows. (Ramli	et	al.,	2022;	Tasnim	et	al.,	2022)	
	

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = J'.JI
J'.JI.K'.KI

		 	 	 	 	 	 	 (16)	

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = J'
J'.K'

	 	 	 	 	 	 	 	 (17)	

𝑅𝑒𝑐𝑎𝑙𝑙 = J'
J'.KI

	 	 	 	 	 	 	 	 	 (18)	

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2	 ×	'LEM#N#A1×	3EMP@@
'LEM#N#A1×	3EMP@@

		 	 	 	 	 	 (19)	

.	
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3.	RESULTS	AND	DISCUSSION		
After	 the	 feature	extraction	process	using	GLCM,	HSV,	and	HOG	methods,	 the	next	 step	 is	 to	use	 the	
Multilayer	Perceptron	(MLP)	technique	to	identify	herbal	plants.	The	HSV	color	model	separates	color,	
clarity,	 and	 gray	 value	 information.	 GLCM	 is	 applied	 to	 the	 texture	 pattern,	 helping	 to	 identify	 the	
characteristics	 of	 the	 texture	 pattern	 of	 herbal	 leaf	 images.	 In	 addition,	 the	 Histogram	 of	 Oriented	
Gradients	(HOG)	method	is	used	to	extract	edge	and	shape	information	from	herbal	 leaf	 images.	The	
HOG	method	divides	the	image	into	small	cells,	calculates	the	gradient	orientation	histogram	for	each	
cell,	and	then	combines	these	histograms	into	a	feature	vector.	This	approach	is	effective	in	capturing	
edge	structures	and	shape	patterns	that	may	be	important	characteristics	in	herbal	plant	recognition.	

With	the	combination	of	these	three	methods,	the	color,	texture,	and	shape	features	of	herbal	
plant	leaf	images	can	be	extracted	comprehensively.	Furthermore,	the	MLP	method	can	process	these	
features	to	accurately	identify	and	classify	herbal	plant	types.	The	MLP	method	will	learn	patterns	in	
image	features	to	identify	herbal	plant	types	with	high	accuracy,	using	color	and	pattern	features	from	
HSV,	GLCM,	and	HOG.	The	results	of	herbal	plant	clustering	using	MLP	and	a	combination	of	 feature	
extractions	are	shown	in	Table	1	below.	
	
Table	1.	Results	of	herbal	plant	classification	using	feature	extraction	and	Multilayer	Perceptron	(MLP)	

methods	
Methods	 Accuracy	 Precision	 Recall	 F1-Score	
MLP	+	HSV	 74.07%	 0.7290	 0.7375	 0.7294	
MLP	+	GLCM	 91.85%	 0.9138	 0.9171	 0.9106	
MLP	+	HOG	 94.07%	 0.9512	 0.9418	 0.9397	
The	Proposed	Methods	 95.56%	 0.9605	 0.9669	 0.9627	

	
	 According	to	the	test	results	presented	in	Table	1,	several	conclusions	can	be	drawn	about	the	
performance	of	various	methods	in	herbal	plant	classification.	First,	the	method	that	combines	MLP	with	
HSV	shows	quite	good	performance,	with	an	accuracy	of	74.07%	and	balanced	precision,	recall,	and	F1-
score.	However,	this	method	still	has	room	for	further	improvement.	Second,	the	use	of	MLP	with	GLCM	
feature	extraction	produces	better	performance,	with	an	accuracy	of	only	91.85%	and	high	precision,	
recall,	and	F1-score	values.	Meanwhile,	the	method	that	uses	MLP	with	HOG	feature	extraction	shows	
very	good	performance,	with	an	accuracy	of	94.07%	and	higher	precision,	recall,	and	F1-score	values.	
The	proposed	method,	which	combines	MLP	with	all	three	feature	extractions	(GLCM,	HSV,	and	HOG),	
however,	works	the	best.	It	has	the	highest	accuracy	(95.56%)	and	very	good	precision,	recall,	and	F1-
score	values.	This	shows	that	the	combined	approach	is	able	to	extract	the	most	relevant	features	and	
provide	the	highest	classification	results	in	herbal	plant	identification.	Thus,	the	proposed	method	offers	
an	effective	and	reliable	solution	for	the	task	of	herbal	plant	classification.	

The	combination	of	MLP	and	comprehensive	feature	extraction	has	the	potential	to	significantly	
improve	classification	performance	by	providing	a	deeper	understanding	of	herbal	leaf	characteristics.	
The	 combined	 use	 of	 MLP	 with	 comprehensive	 feature	 extraction	 has	 great	 potential	 to	 improve	
classification	 performance	 in	 a	 variety	 of	 applications,	 including	 herbal	 leaf	 identification.	With	 this	
approach,	 complex	 and	 diverse	 information	 from	 leaf	 images	 can	 be	 better	 revealed	 because	 each	
feature	extraction	technique,	such	as	GLCM,	HSV,	and	HOG,	has	its	own	advantages	and	disadvantages	in	
capturing	different	visual	characteristics	of	the	object.	For	example,	GLCM	(Gray-Level	Co-occurrence	
Matrix)	 is	 able	 to	 extract	 information	 about	 leaf	 texture;	 HSV	 (Hue,	 Saturation,	 Value)	 can	 capture	
important	color	information;	and	HOG	(Histogram	of	Oriented	Gradients)	can	identify	texture	patterns	
and	contour	directions	in	the	image.	

By	 combining	 various	 image	 feature	 extractions,	 the	 identification	 process	 using	 the	 MLP	
architecture	 can	 produce	 high	 accuracy.	 The	 MLP	 method	 has	 the	 ability	 to	 model	 non-linear	
relationships	between	various	features	extracted	from	leaf	images,	especially	in	a	spatial	context.	With	
deeper	processing,	 the	 information	extracted	from	these	various	features	can	be	enhanced.	The	MLP	
method	can	consider	the	relationship	between	various	features	extracted	from	leaf	images,	allowing	for	
a	 more	 comprehensive	 understanding	 of	 leaf	 characteristics.	 Thus,	 the	 combined	 use	 of	 MLP	 with	
comprehensive	feature	extraction	not	only	improves	classification	accuracy	but	also	provides	deeper	
insight	into	the	unique	visual	properties	of	herbal	leaves.	This	can	aid	in	the	better	identification	and	
classification	 of	 plant	 species,	 as	 well	 as	 a	 deeper	 understanding	 of	 the	 genetic	 and	 environmental	
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variations	present	in	them.	As	a	result,	the	use	of	this	combination	has	enormous	potential	to	support	
various	applications	in	agriculture,	environmental	conservation,	and	biology.	
	
4.	CONCLUSION		
After	looking	at	the	test	results,	we	can	say	that	using	the	Multilayer	Perceptron	(MLP)	method	along	
with	a	mix	of	image	feature	extraction	(GLCM,	HSV,	and	HOG)	to	classify	herbal	plants	worked	very	well.	
The	proposed	method's	accuracy	level	is	95.56%;	precision	is	0.9605,	recall	is	0.9669;	and	F1-score	is	
0.9627.	These	results	state	that	the	proposed	method,	namely	the	combination	of	MLP	with	all	image	
feature	extraction,	 shows	 the	highest	performance	 in	 the	classification	of	herbal	plants	 compared	 to	
using	 only	 one	 type	 of	 image	 feature	 extraction,	with	 the	 highest	 accuracy,	 very	 good	 and	balanced	
precision,	recall,	and	F1-score	values.	
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