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ABSTRACT		
Dengue	Hemorrhagic	 Fever	 (DHF)	 is	 a	 disease	 caused	 by	 the	 dengue	 virus	which	 is	 transmitted	 to	 humans	
through	the	bites	of	Aedes	aegypti	and	Aedes	albopictus	mosquitoes	which	were	previously	infected	with	the	
dengue	virus	from	other	dengue	fever	sufferers.	This	research	aims	to	apply	the	Geographically	Weighted	Panel	
Regression	(GWPR)	method.	in	identifying	what	factors	influence	the	development	of	Dengue	Hemorrhagic	Fever	
in	33	districts	in	North	Sumatra	Province	starting	from	September	2022-August	2023	with	a	rainy	and	dry	season	
pattern.	The	results	of	this	research	show	that	the	appropriate	GWPR	model	is	the	fixed	effect	model	with	the	
pepmbobot	kerne	bisquare	function.	Based	on	this	model,	the	districts/cities	of	North	Sumatra	are	divided	into	
ten	groups	based	on	variables	with	a	high	significant	 influence	on	 the	percentage	of	development	of	Dengue	
Hemorrhagic	Fever.	The	factors	that	influence	this	percentage	are	gender,	namely	male	and	female,	then	Age,	
namely	≤	14	Years	and	Age	≥	14	Years.	
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1. INTRODUCTION		

Dengue	virus	reason	disease	fever	Dengue	fever	(DHF)	is	contagious	to	man	through	bite	mosquito	
Aedes	aegypti	and	Aedes	albopictus	already	infected	with	the	virus	from	patient	fever	bloody	other.	
Mosquito	Female	Aedes	aegypti,	also	known	as	mosquito	fever	bleeding,	is	vector	main	disease	this	is	
in	 Indonesia.	 Characteristics	 typically	 is	 own	 scales	 with	 pattern	 white	 silvery	 all	 over	 body	 and	
legs(Gamayanti	 et	 al.,	 2023).	Mosquito	 bites	 in	 the	morning	 and	 evening,	 usually	 on	 the	 surface	 of	
stagnant	water	or	in	a	damp	place(Al’afi	et	al.,	2020).	In	Indonesia,	fever	bloody	is	disease	endemic	with	
amount	case	high	annual	rate.	Often,	disease	This	result	death	for	those	who	suffer	from	it(Pratama	et	
al.,	2021)		

Tropical	and	subtropical	areas	is	major	global	center	disease	fever	dengue	bleeding.	Disease	This	
is	disease	with	fastest	growing,	with	improvement	global	frequency	as	much	as	30	times	for	50	years	
final(Umi	 et	 al.,	 2023).	 Disease	 This	 caused	 by	 a	 virus	 carried	 by	mosquitoes.	 Even	 if	 it's	 an	 adult	
sometimes	Can	caught	disease	Here,	the	children	are	below	age	fifteen	year	are	the	main	victims	disease	
This.	Fever	bloody	moment	This	is	transmitted	disease	through	the	most	common	and	growing	vector	
rapidly	 in	the	world(Indrasetianingsih	&	Wasik,	2020).	Worldwide,	1.3	billion	people	 live	 in	regions	
endemic	 fever	 bleeding,	 and	 2.5	 billion	 people	 live	 in	 endemic	 countries	 fever	 bloody	Where	 fever	
bloody	Can	attack	(Rusgiyono	&	Prahutama,	2021)	

In	North	Sumatra,	the	number	case	fever	bloody	tend	increase	every	the	year.	There	were	8,541	
cases	 fever	 bleeding	 in	North	 Sumatra	 in	 2022,	 increasing	 sharp	 of	 2,918	 cases	 in	 year	 previously.	
(Ministry	of	Health,	North	Sumatra,	2023)	.	With	so	We	can	see	that	dengue	fever	is	still	there	ongoing	
problems	increasing	in	North	Sumatra.	

The	Geographically	Weighted	Regression	(GWR)	model	and	the	Panel	Data	Regression	model	are	
combined	 in	GWPR	approach.	With	consider	 factor	geographically,	 the	GWPR	model	 is	version	 local	
from	the	panel	regression	model,	according	to	Ni	Made,	Suyitno,	and	Meiliyani	(2023)	citing	Cao	K	&	
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Wu	B.	As	far	as	we	know,	the	global	regression	model	may	ignore	variant	local	certain	and	only	reflect	
global	trends.	
	

2.	RESEARCH	METHOD	
Study	This	carried	out	at	the	North	Sumatra	Provincial	Health	Service.Time	Study	This	Done	from	

January	2024	to	 finished.	Data	used	 is	 the	affected	data	Fever	Dengue	bleeding	 in	September	2022-
August	2023	with	use	patt	ern	existing	season	that	is	Rain	and	Dry(Wati	&	Utami,	2020).	

Variable	(Y)	in	study	This	is	Number	of	people	affected	Fever	Dengue	blood	in	districts	in	North	
Sumatra.	While	X	 is	used	 for	 the	predictor	variable	used	(X1)	Labor	Medical,	 (X2)	 It's	dense	Amount	
population,	(X3)	Type	Sex	that	is	Male	(X3a)	and	Female	(X	3b),	(X4)	Health	Facilities,	namely	Level	1(X4a)	
and	Level	2(X4b)	,(X	5	)	Age	that	is	≤	14	Years	(X	5b	)	and	Age	≥	14	Years	(X	5b	).	

Steps	taken	in	study	This	is	as	following:	
1. Collect	data	from	source	study	
2. Do	analysis	descriptive	to	variable	study.	
3. Estimating	the	parameters	of	a	regression	model	on	panel	data		
4. Selection	of	the	best	model	with	using	the	Chow	test,	Hausman	test,	Lagrange	multiplier	test	
5. Test	assumptions	from	panel	data	regression	
6. Heterogeneity	test	spatial	with	the	Breusch-pagan	test		
7. Input	Latitude	and	longitude	data	
8. Count	distance	Euclidean	between	location	 to	location	 with	formula	

	

9. Determine	optimum	bandwidth	for	determine	bandwidth	can	seen	from	minimum	CV	(Cross	
validation)	value	with	equation	(2.30)	

10. Parameter	estimates	for	get	the	final	model	fixed	effects	GWPR.	
11. Simultaneous	test	and	partial	test	of	the	GWPR	model	

Panel	data	regression	can	be	estimated	using	three	different	methods:	common	effect	model,	
fixed	effect	model,	and	random	effect	model	techniques.	

	
2.1 Geographically	Weighted	Panel	Regression	(GWPR)	
1.	Common	Effects	Model	(CEM)	

The	common	effect	model	(CEM)	is	a	panel	data	estimation	technique	that	combines	all	data	
without	taking	into	account	differences	in	time	or	units(Raihani	et	al.,	2023).	This	approach	operates	
with	the	assumption	that	the	intercept	value	is	constant,	meaning	that	the	intercept	value	remains	the	
same	for	all	different	units	and	times(Martha	et	al.,	2021).	The	following	is	a	general	effects	model:	

𝑦!,# = 𝛽$ + 𝛽%𝑥% +⋯+ 𝛽&𝑋&,!# + 𝜀!,#	 	 	 	 (1)	
	
2.	Fixed	Effect	Model	(FEM)	

Allowing	the	intercept	value	to	fluctuate	for	each	unit	of	cross	section	while	maintaining	the	
assumption	of	stability,	the	slope	coefficient	is	one	way	to	pay	attention	to	the	unit	of	cross	section,	[10].	
Fixed	Effects	 in	 the	 transformation	model	 is	 one	method	 that	 can	 be	 used	 to	 estimate	 fixed	 effects	
models,	according	 to	Wooldridge	(2002).	Because	 the	slope	coefficient	of	 the	model	 is	constant,	 the	
following	model	is	produced.	(Woolridge,	2012)	

𝑦!# = 𝛽%𝑥%,!# + 𝛽'𝑥',!# +⋯+ 𝛽&𝑥&,!# + 𝛼% + 𝜀!#	 	 	 (2)	
	

3.	Random	Effect	Model	(REM)	
Errors	are	used	in	random	effects	models	to	account	for	variations	in	unobserved	effects.	Error	

is	 considered	 a	 random	 variable	 that	 fluctuates	 between	 individual	 units.	 Additionally,	 unobserved	
impacts	 are	 assumed	 to	 be	 uncorrelated	 with	 any	 predictor	 variables	 (Woolridge,	 2012).	 Random	
effects	models,	in	particular	

𝑦!# = 𝛽%𝑥%,!# + 𝛽'𝑥',!#⋯+ 𝛽&𝑋&,!# + 𝑣!#	 	 	 	 (3)	
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2.2	 Panel	Data	Regression	Model	Selection	Test	
1.	Test	Chow	

The	best	model	 to	use,	 namely	between	CEM	and	FEM,	 is	 determined	using	 the	Chow	 test.	
Following	is	Chow's	test	hypothesis:	

(slope	and	intercept	are	the	same	(following	the	common	effects	model))	
H	 1	=	There	 is	 at	 least	 one	 intercept	 (	 )	 that	 is	 not	 the	 same	 (Same	 slope	 and	 different	 intercept	
(following	the	fixed	effects	model),	where	i=	1,2,...,10;	t=1,2,3[11].	

The	GWPR	model	operates	on	the	premise	that	spatiotemporal	smooth	processes	are	realized	
in	a	time	series	of	observations	at	a	particular	place.	Nearby	observations	are	more	related	to	distant	
observations	in	the	distribution	of	these	processes.	Therefore,	GWPR	model	parameters	will	vary	by	
location[12].	The	GWPR	model	was	created	by	combining	the	GWR	model	with	the	Fixed	Effect	Model	
(FEM)	panel	data	regression	model	with	an	inside	estimator[13].	The	GWPR	model	has	the	following	
expression	in	equation	(2.3).	(Rahayu,	2017)	

𝑦̈!# = 𝛽$(𝑢!#,𝑉!#) + ∑ 𝛽&(𝑢!#,𝑣!#)𝑥̈&,,!# + 𝜀!̈#
(
&)% 	 	 	 	 	 (4)	

	
And 	 	 	 	 	 	 	 (5)	

Where:	
	 		:(demeaned)	average	response	value	at	the	𝑖th	observation	and	𝑡	th	time.	
	 				:	corrected	(demeaned)	average	predictor	variable	value	at	the	𝑖th	observation	and	𝑡	time.	

		:	Constant/intercept	of	the	equation	formed	at	the	𝑖	observation	and	time	t	

	:	Regression	coefficients	on	the	kth	and	kth	observations	for	the	average	of	the	kth	corrected	
(reduced)	predictor	variables.	

	 	:	The	coordinate	point	of	the	observation	location	at	the	𝑖	th	observation	and	the	𝑡	time.	
K		 :	Number	of	predictor	variables	
	 	:	It	is	assumed	that	random	errors	are	independent,	identical,	and	normally	distributed	with	

zero	mean	and	constant	variance.	
2.3	 Geographically	Weighted	Panel	Regression	Model	Testing	
	
1.	Model	Fit	Test	

The	purpose	of	this	test	is	to	find	out	whether	the	GWPR	fixed	effect	and	the	fixed	effect	panel	
data	regression	model	(global	regression	model)	are	different	from	each	other.	The	following	theory	is	
used[14]	.	(Leung	Mafvitul,	2021)	

:	 =	 There	is	no	real	difference	between	the	GWPR	fixed	effect	model	and	the	global	
regression	model	for	each	variable	𝑘	=	1,	2,...,	p	and	𝑖	=	1,	2,...,	n.	

:	there	is	at	least	one	 ≠	 for	𝑘	=	1,	2,	...,	p	and	𝑖	=	1,	2,	...,	n	(there	is	a	significant	difference	
between	the	global	regression	model	and	the	GWPR	fixed	effect	model)[15]	

	
Test	Statistics:	

	
(5)	

With	
,	Where

	

	
Where 	

𝑰	is	the	identity	matrix	measuring	𝑛𝑡	×	𝑛𝑡	and	𝑳	is	the	projection	matrix	from	the	GWPR	model.	

Rejection	area:	Reject	𝐻	0	if	 <	𝐹	1−	𝛼	,	𝑑𝑓	1,	𝑑𝑓	2	or	The	global	regression	model	(fixed	effect	panel	data	
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regression	model)	and	the	GWPR	fixed	effect	model	are	significantly	different	as	 indicated	by	the	p-
value	>𝛼.	.(Journal,	2020)	
	
2.	Parameter	Significance	Test	

If	 the	data	can	be	described	well	by	 the	GWPR	model,	 then	a	parameter	significance	 test	 is	
carried	out.	The	purpose	of	parameter	significance	testing	is	to	identify	parameters	that	significantly	
influence	the	response	variable.	The	premise	guiding	this	examination	is	(Wati	&	Utami,	2020)	

	 	 	 	 	 	 (6)	

Test	Statistics:	

	 	 	 	 	 	 	 (7)

	
Where	C	kk	is	the	kth	diagonal	element	of	the	matrix	C	it	C	T	it	where	C	it	=	

	 	 	 	 	 (8)	

Rejection	 area:	 Reject	 if	 |	 |	 >	 )	with	 or	 p	 value<	𝛼	 This	 shows	 that	 the	

response	variable	is	significantly	influenced	by	the	predictor	variable	parameters.(Journal,	2020)	
	
3.	 RESULTS	AND	DISCUSSION		

Chow	test	and	Hausman	test	are	two	possible	testing	used	for	choose	an	estimation	model	best	
from	panel	data	regression.	

Table	1.1Chow	Test	and	Hausman	Test	

Test	Chow		 Hausman	test	

Results	 Conclusion	 Results	 Conclusion	

P	-Value=	0.001537	
F=3.2421	

H0,	Rejected	
means	the	best	
model	is	FEM	

P-Value=0.005086	
F=16.709	

H0,	Rejected	means	
the	best	model	is	

FEM	

	
Based	on	Chow	test	table	and	Hausman	test	above,	yes	known	in	study	this	is	the	selected	FEM	

model	as	the	best	panel	data	regression	model.	
	
3.1	 Test	Assumptions	Classic	Panel	Data	Regression	

shows	multicollinearity	test	results	using	VIF	as	following.	

Table	2Multicollinearity	Tests	
Variable	 VIF	
X3a	 4.89	

X3b	 2.41	

X5a	 1.16	

X5b	 1.45	

Results	 of	 tests	 carried	 out	 can	 be	 seen	 in	 Table	 4.7	 which	 shows	 that	 all	 over	 variable	
independent	have	VIF	value	 is	 less	 from	or	the	same	with	10.	 In	conclusion,	no	There	 is	correlation	
between	variable	independent,	and	problematic	multicollinearity	No	There	is	related	at	them.	
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Autocorrelation	Test	
Autocorrelation	test	results	with	the	p	value	is	0.342	or	more	p	value	of	0.05	gives	conclusion	that	final	
model	No	contain	remainder	autocorrelation		
Heteroscedasticity	Test	
The	data	distribution	shows	proven	heteroscedasticity	with	heteroscedasticity	test	results;	p	−	value	
0.04788	 indicates	 that	 p	 −	 value	 <	 0.05,	 rejecting	 H0.	 This	 matter	 show	 that	 assumptions	
homoscedasticity	 panel	 data	 regression	 does	 not	 fulfilled.	 One	 of	 possibility	 reason	 happen	
heteroscedasticity	 is	 the	 existence	 of	 different	 observation	 zones.	 Because	 of	 the	 problem	
heteroscedasticity	in	study	this,	then	analysis	that	focuses	on	effects	location	/	spatial	specifically	GWPR	
method	will	done.	
Geographically	Weighted	Panel	Regression	(GWPR)		

Election	ideal	weight	for	entered	to	in	GWPR	modeling	was	carried	out	after	heteroscedasticity	
test	show	exists	variation	spatial	data.	Determine	the	ideal	bandwidth	and	distance	between	districts	
and	 cities	 in	 North	 Sumatra	 Province	 before	 build	 matrix	 weighting.	 With	 use	 Euclidean	 formula,	
distance	between	districts	and	cities	calculated.	

	 	

North	 Sumatra	 Province	 has	 three	 tens	 three	 districts	 and	 cities.	 With	 so	 distance	 North	
Sumatra	Province	between	districts	and	cities	will	produce	matrix	measuring	33x33.	Furthermore	use	
AIC	for	looking	for	the	ideal	bandwidth.	Function	Adaptive	Bisquare	weighting	produce	lowest	AIC	value	
among	tested	kernel	 functions	 in	study	 this,	 so	make	 it	choice	best	 for	choice	weighting.	Table	4.10	
shows	results	selection	of	ideal	bandwidth	
Table	3.	Weighting	Kernel	Functions	

Function	Kernel	
Weighter	 AIC	 R	2	

Adaptive	Bissquare	 649.0368	 0.8285833	

Adaptive	Gaussian	 683.6639	 0.6313874	

Adaptive	Exponential	 677.1459	 0.6797589	

Because	 of	 function	 adaptive	 kernel	 weighting	 Bisquare	 have	 mark	 Akaike	 Information	
Criterion	 (AIC)	 smallest	 and	 value	 coefficient	 highest	 determination	 (R2).	 so	 used	 as	 weighting.	
Furthermore	 different	models	 are	 produced	 For	 every	 location	 based	 on	 step	 parameter	 and	 time	
estimation	observation.	Table	3	below	This	serve	analysis	findings	estimation	and	testing	significance	
of	parameters	at	location	observations	in	the	District	Mandailing	Natal	and	Padang	Lawas.	

Table	4.	Parameter	Significance	Tests	
Variable		

		

Mandailing	Christmas	 Padang	Lawas	

Parameter	 P-Value	 Parameter	 P-Value	

X3a	 -0.22101627	 0.293	 0.1442	
		

0.635	

X3b	 1.7038611	 	 0.71301	 0.222	

( ) ( )2 2

ij i j i jd u u v v= - + -

( ) ( )

( )

2 2

2 2

  99,3673   97,7417   0,74324   1,08694

  2,642575   (0,11813)
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0.031	 		

X7a	 7.510793	
	

0.666	
-22,995	 0.213	

X7b	 -7.3895757	
	

0.068	
24.948	

		

0.265	

Results	of	estimation	and	significance	testing	of	parameters	in	districts	Mandailing	Christmas	
is	different		with	Padang	Lawas	,	from	fourth	variable	freely	in	Mandaling	Natal	variables	X3b,	X7a	and	
X7b	 have	 an	 effect	 positive,	meanwhile	 variable	 X3a	 has	 an	 effect	 negative,	 Pg	 This	 show	 that	 the	
percentage	affected	by	dengue	fever	will	the	more	reduce	If	type	sex	man	,	Age	≥	14	years,	and	age	≤	14	
Years	 the	more	 tall	whereas	 type	 female	 gender	 the	more	 low	and	 in	Padang	Lawas	district	 fourth	
variable	the	influential	negative.Pg	This	means	percentage	affected	by	dengue	fever	in	Padang	Lawas	
will	the	more	reduce	If	four	variable	free	it's	in	the	field	old	the	more	tall	.	

By	Overall,	we	got	it	identify	grouping	districts	that	have	factor	significant	to	proportion	North	
Sumatra	Province	is	infected	dengue	fever,	based	on	significant	parameter	test	results	using	alpha	0.05.	
	

Table	5.	Significance	of	GWPR	Model	Parameters	
	

Based	on	Application	of	patterned	GWPR	models	seasons	in	the	table	has	10	variations	spatial	or	group	
on	 development	 fever	 bloody	 dengu	 in	 North	 Sumatra	 province,	 namely	 gender	 (X3)	 influences	
distribution	 Fever	 Dengue	 blood	 in	 the	 district	 in	 North	 Sumatra	 province	 except	 Regency	 South	
Labuhan	Batu,	Padang	Lawas,	and	North	Padang	Lawas.	Besides	that,	Regency	Dairi,	North	Nias,	West	
Nias,	Simalungun,	Mount	Sitoli,	South	Tapanuli,	Humbang	Hasundutan,	Samosir,	Labuhan	Batu,	Asahan,	
North	 Labuhan	Batu,	Mandailing	Natal,	 Karo,	 Deli	 Serdang,	 Langkat,	 and	 South	 Labuhan	Batu	were	

Variable	Study	 Regency	

X3a,	X3b,	X5a,	X5b	 Dairi,	Nias	Utara,	West	Nias	

X3a,	X3b,	X5a,	 Simalungun,	Mt	Sitoli	

X3a,	X3b,	X5b	 Tapanuli	Selatan,	Humbang	
Hasundutan,	Samosir	

X3a,	X5a,	X5b	 Labuhanbatu	

X3a,	X3b	 Tapanuli	Tengah,	Tapanuli	
Utara,	Toba,	West	Pakpak	

X3a,	X5a	 Asahan,	Labura	

X3b,	X5b	
Mandailing	Christmas,	
Karo,	Deli	Serdang,	
Langkat	

X3b	

Cliff	High,	Rock	Bara,	
Medan,	Binjai,	Padang	
Sidempuan,	Serdang	
Different	

X5a	 Labuhanbatu	Selatan	

No	Influential	 Padang	Lawas,	and	field	
old	North	
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affected	impact.	gender	variable.	Second	factor	such,	age	and	type	gender,	no	affected	in	Padang	Lawas	
and	North	Padang	Lawas	Regencies.	

	
4.	 CONCLUSION		
As	for	the	factors	that	significantly	influenced	the	development	of	Dengue	Hemorrhagic	Fever	is	gender,	
namely	male	and	female,	then	age,	namely	≤	14	years	and	age	≥	14	yearsof	Dairi,	North	Nias,	West	Nias,	
Simalungun,	 Gunung	 Sitoli,	 South	 Tapanuli,	 Humbang	 Hasundutan,	 Samosir,	 Labuhan	 Batu,	 Asahan,	
North	 Labuhan	 Batu,	 Mandailing	 Natal,	 Karo,	 Deli	 Serdang,	 Langkat,	 South	 Labuhan	 Batu.	 The	 two	
variables,	namely	gender	and	age,	have	no	effect	in	the	district.	Padang	Lawas	and	North	Padang	Lawas.	
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