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Tuberculosis is an infectious disease caused by the bacteria Mycobacterium 
tuberculosis. Among all the districts/cities of North Sumatra province, Medan has 
the highest cases of tuberculosis sufferers with a total of 12,105 cases in 2019. This 
study aims to determine the factors that significantly influence tuberculosis. The 
factors analyzed were age, gender, occupation, education, BCG immunization, 
history of diabetes mellitus and HIV infection. This study uses secondary data for the 
period January 2019 to December 2020 obtained from the Sentosa Baru Health 
Center. With the help of SPSS, this study uses a stepwise method with forward 
selection and backward elimination as the method for analysis. Akaike Information 
Criterion (AIC) is used to select the best model in the stepwise method. With the AIC 
criteria obtained, the best model is forward selection because the AIC value is lower 
at 28,527 compared to backward elimination at 41,664. Of the 7 variables studied, 
there are 3 factors that have a significant effect, namely age, history of diabetes 
mellitus, and HIV infection so that the model g(x) = 2.802 – 1.056 X1 – 0.614 X6 – 

2.477 X7. 
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INTRODUCTION 

Regression analysis is a statistical technique that is useful for examining and modeling the relationship 
between one response variable and one or more predictor variables. Regression analysis is useful for 
examining the relationship between two or more variables, especially in exploring the pattern of 
relationships in which the model is not yet fully known so that in its application it is more exploratory (A 
Agresti, 1990). Regression has various forms, including linear regression, dummy regression, panel data 
regression, and logistic regression. Logistic regression is a statistical analysis method to describe the 
relationship between response variables that have two or more categories with one or more explanatory 
variables on a category or interval scale (Aji,2014). The statistical method used in this study is binary logistic 
regression with the response variable in tuberculosis cases. Binary logistic regression is used to describe the 
relationship between the response variable and the predictor variable, where the response variable is a 
dichotomy that has two possible values. To perform variable selection, stepwise method is used. The 
inclusion and exclusion of variables with this method is completely based on statistical criteria, namely the 
pvalue. There are two versions of the stepwise method, namely forward selection and backward 
elimination(Mahmood, 2016). Tuberculosis is an infectious disease that greatly disrupts human activities so 
that this disease becomes one of the targets in sustainable health development. Indonesia is the second 
country with the highest number of tuberculosis sufferers. This encourages national tuberculosis control to 
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continue to be carried out with intensification, acceleration, extensification and program innovation. In 
2019, it was found that the number of tuberculosis cases was 33,779, an increase compared to all 
tuberculosis cases found in 2018, which was 26,418. In each district/city throughout North Sumatra, more 
cases occurred in men than women. Medan is the highest district/city with tuberculosis sufferers in North 
Sumatra with a total of 12,105 cases. There are so many risk factors that a person can be infected with 
tuberculosis. These risk factors often do not occur alone but interact. In this study, an analysis of the factors 
that are considered as triggers of tuberculosis will be carried out using the binary logistic regression method. 
In this study, the triggering factors used were age, gender, occupation, education, BCG immunization, history 
of Diabetes Mellitus and HIV infection. 

RESEARCH METHOD  

 This type of research is quantitativeresearch. With the help of SPSS, this study used stepwise 
methods with forward selection and backward elimination as methods to analyze.The data used in this study 
were taken from secondary data, namely data on tuberculosis patients from January 2019 to December 2020 
Puskesmas Sentosa Baru. 
This study was conducted from August 2021 to October 2021 at the New Sentosa Health Center located on 
Jalan Sentosa Baru No. 1. 22, Sei Kera Hilir I, Medan Perjuangan Subdistrict, Medan City, North Sumatra, 
Indonesia.The study variable used in this study was the response variable denoted Y and the predictor 
variable denoted X. 
 
RESULTS AND DISCUSSION 
 
A.Multicollinearity Test 
 The multicollinearity test aims to see whether or not there is a high correlation between variables. A 
regression model is said to be free of multicollinearity if it has a VIF value of not more than 10 and has a 
tolerance number of not less than 0.10. 
Table 2. Multicollinearity Test 

Variable Tolerance  Nilai VIF 

Age 0.787 1.270 

Gender 0.923 1.083 

Jobs 0.773 1.294 

Education 0.898 1.114 

 BCGImmunization 0.917 1.090 

History of Diabetes Mellitus 0.956 1.046 

HIV Infection 0.964 1.037 

  
Based on the table above, there is no multicollinearity between predictor variables. It can be seen that 

the tolerance number is not less than 0.10 and the VIF value is not more than 10. So the tuberculosis data at 
the Sentosa Baru Health Center can be used.  

 
B. Parameter Estimation of Binary Logistics Regression Model  

Determination of the binary logistic regression model using Newton Raphson. Determining the value of 

𝛽 0,using the Ordinary Least Square (OLS) method with predictor variables and response variables used are 
tuberculosis data at the Sentosa Baru. 
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Iterasi 1 

𝜷 (𝟏) = 𝜷(𝟎) + (𝑿𝑻𝑽(𝟎)𝑿)−𝟏𝑿𝑻(𝒀 − 𝝅 𝒙) 𝟎   

𝜷 (𝟏) =

 
 
 
 
 

0,903
−0,156
−0,004

⋮
−0,599 

 
 
 
 

+

 
 
 
 
 
 

 
 
 
 
 

0,720
−0,025
−0,060

⋮
−0,596

−0,025
0,108
−0,003

⋮
0,001

⋯
⋯
⋯
⋱
⋯

−0,596
0,001
0,019

⋮
0,616  

 
 
 
 

 
 
 
 
 
−40,184
−23,484
−16,388

⋮
−40,752 

 
 
 
 

 
 
 
 
 
 

 

𝜷 (𝟏) =

 
 
 
 
 
 
 
 

1,707
−0,631
−0,021
−0,340
−0,069
0,563
−0,526
−1,543 

 
 
 
 
 
 
 

 

Iterasi 2 

𝜷 (𝟐) = 𝜷(𝟏) + (𝑿𝑻𝑽(𝟏)𝑿)−𝟏𝑿𝑻(𝒀 − 𝝅 𝒙) 𝟏   

𝜷 (𝟐)  =

 
 
 
 
 

1,707
−0,631
−0,021

⋮
−1,543 

 
 
 
 

+

 
 
 
 
 
 

 
 
 
 
 

0,844
−0,041
0,068

⋮
−0,707

−0,041
0,120
0,002

⋮
0,017

⋯
⋯
⋯
⋱
⋯

−0,707
0,017
0,023

⋮
0,722  

 
 
 
 

 
 
 
 
 
−1,045
−1,576
−0,473

⋮
−1,138 

 
 
 
 

 
 
 
 
 
 

 

𝜷 (𝟐)  =

 
 
 
 
 
 
 
 

1,875
−0,726
−0,016
−0,396
−0,079
0,622
−0,581
−1,662 

 
 
 
 
 
 
 

 

Iterasi 3 

𝜷 (𝟑) = 𝜷(𝟐) + (𝑿𝑻𝑽(𝟐)𝑿)−𝟏𝑿𝑻(𝒀 − 𝝅 𝒙) 𝟐   

𝜷 (𝟑) =

 
 
 
 
 

1,875
−0,726
0,016

⋮
−1,662 

 
 
 
 

+

 
 
 
 
 
 

 
 
 
 
 

0,878
−0,046
−0,070

⋮
−0,736

−0,046
0,124
−0,002

⋮
0,021

⋯
⋯
⋯
⋱
⋯

−0,763
0,021
0,024

⋮
0,745  

 
 
 
 

 
 
 
 
 

0,018
−0,023
0,009

⋮
0,012  
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𝜷 (𝟑)  =

 
 
 
 
 
 
 
 

1,880
−0,729
−0,015
−0,396
−0,078
0,624
−0,583
−1,667 

 
 
 
 
 
 
 

 

The iteration process stops at the 3rd iteration with an estimate of 𝜷 (𝟑) . These results are in accordance 

with the results of data processing using SPSS 25. 

 

C. Forward Selection  

The results of variable selection with forward selection can be seen as follows:  

Outlier Data Identification  

The outlier data resulted in the model being less good so it had to be removed from the research model. 

The following is the identification of outlier data in this study:  

 
Table 3. Identification of Otulier Data in Forward Selection 

Casewise Listb 

Case 

Selected 

Statusa 

Observed 

Predicted 

Predicted 

Group 

Temporary 

Variable 

Y Resid ZResid 

58 S E** ,839 P -,839 -2,281 

 
The table above shows that there are outlier data, namely the 58th data. For further analysis, the 58th 

data were excluded from the research model. After the 58th data is removed in the research model, there 
are no more outliers, which means the data is good.  

 
Simultaneous Test 

Simultaneous testing aims to determine the relationship of the predictor variables to the overall 

response variable.  

Table 4. Simultaneous Test on Forward Selection 
Omnibus Tests of Model Coefficients 

 Chi-square df Sig. 

 Step 3.938 1 .047 

Block 21.611 3 .000 

Model 21.611 3 .000 
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The Chi-Square table value with a df of 3 and a significance level of 5% is 7.815. If the calculated Chi-

Square value is compared with the table Chi-Square value, then 21,611 > 7,815. So the decision taken is to 

reject H0 which means that there is a coefficient β that has a significant simultaneous effect on the response 

variable. 

 

Partial Test  

Partial testing is carried out to determine the significance of each parameter on the response variable.  

Table 5. Partial Test On Forward Selection 
Variables in the Equation 

 B Wald df Sig. 

Step 
3c 

Umur -1.056 10.727 1 .001 

Riwayat_Diabetes_Mellitus -.614 3.919 1 .048 

Infeksi_HIV -2.477 4.861 1 .027 

Constant 2.802 5.975 1 .015 

 

The results of the Wald test carried out on each predictor variable showed that there were 3 variables 
that had a significant effect on the response variable because the Wald test value was > 3.841 and the p-
value was < 0.05. It was concluded that age, history of diabetes mellitus, and HIV infection had a significant 
influence on tuberculosis at the Sentosa Baru Health Center. 

 
Model Fit Test 

 This test is carried out to test whether the model formed is feasible.  
 

Table 6. Results of the Model Suitability Test in Forward Selection 

Chi-square Df p-value 

0.879 2 0.644 

The Chi-Square table value with a df of 2 and a significance level of 0.05 is 12,592. Based on Table 4.5 

with Chi-Square value < 5.992 and p-value > 0.05, which means it failed to reject H0. So it can be concluded 

that the model is appropriate or there is no significant difference between the observations and the possible 

predictions of the model. 

 

Classification Accuracy T 

he following are the results of the classification accuracy from the results is.  

Table 7. Accuracy of Classification in Forward Selection 

Observation 
Prediction 

Percentage True 
Extrapulmonary Lung 

Tuberculosis 
Extrapulmonary 104 18 85,2% 

Lung 52 32 38,1% 
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Total Percentage 66,0% 

 

Table above shows that 104 patients with extrapulmonary tuberculosis were correctly classified and 32 

patients were classified as having pulmonary tuberculosis. So that the accuracy of the modeling classification 

in binary logistic regression on tuberculosis at the Sentosa Baru Health Center is 66.0%. 

 

D.Backward Elimination 

The results of the variable selection with backward elimination can be seen as follows: 

Identification of Outlier Data 

There is an outlier data, namely the 58th data. For further analysis, the 58th data were excluded from 
the research model. After the 58th data was removed in the research model, there were still outliers as 
shown in the table. 

 
Table 8. Identification of Data Outliers in Backward Elimination (Step 2) 

Casewise List
b
 

Case 

Selected 

Statusa 

Observed 

Predicted 

Predicted 

Group 

Temporary 

Variable 

Y Resid ZResid 

89 S E** .817 P -.817 -2.113 

 

The table above shows that there are data outliers, namely the 89th data. For further analysis, the 89th 
data were excluded from the research model. After the 89th data is issued in the research model, there are 
no more outliers, which means the data is good. 

 
 

Simultaneous Test  

Simultaneous testing aims to determine the relationship of the predictor variables to the overall 

response variable.  

Table 9. Simultaneous Test on Backward Elimination 
Omnibus Tests of Model Coefficients 

 Chi-square Df Sig. 

 Step -.654 1 .419 

Block 29.658 4 .000 

Model 29.658 4 .000 

 
The Chi-Square table value with a df of 4 and a significance level of 5% is 9.488. If the calculated Chi-

Square value is compared with the table Chi-Square value, then 29.658 > 9.488. If the p-value is compared to 
the value of α, then 0.000 < 0.05. So that the decision taken is to reject H0 which means that there is a 
coefficient β that has a significant simultaneous effect on the response variable. 

 
Partial Test  
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Partial testing was conducted to determine the significance of each parameter on the response variable.  
Table 10. Simultaneous Test on Backward Elimination 

 

 B Wald df Sig. 

 Age(1) -.963 8.648 1 .003 

Immunization_BCG(1) .659 4.555 1 .033 

History Diabetes Mellitu(1) -.649 4.120 1 .042 

Infection_HIV(1) -21.840 .000 1 .999 

Constant 21.857 .000 1 .999 

 
Based on Table above, it can be seen that the results of the Wald test carried out on each predictor 

variable showed that there were 3 variables that had a significant effect on the response variable because 
the Wald test value was > 3.841 and the p-value was < 0.05. It was concluded that age, BCG immunization, 
and history of diabetes mellitus had a significant influence on tuberculosis at the Sentosa Baru Health 
Center.  

 
Model Fit Test 

 This test is carried out to test whether the model formed is feasible.  

Table 11. Model Conformity Test Results on Backward Elimination 

Chi-square df p-value 

6.503 5 0.260 

 

Based on Table above with Chi-Square value < 11.071 and p-value > 0.05, which means it failed to reject 

H0. So it can be concluded that the model is appropriate or there is no significant difference between the 

observations and the possible predictions of the model. 

Classification Accuracy  

The following are the results of the classification accuracy from the results is.  

Table 12. Accuracy of Classification in Backward Selection 

Observation 
Prediction 

Percentage True 
Extrapulmonary Lung 

Tuberculosis 
Extrapulmonary 82 39 67,8% 

Paru 33 51 60,7% 

Total Percentage 64,9% 

 

abel above showed that patients with extrapulmonary tuberculosis were correctly classified as 82 
patients and 51 patients were correctly classified as having pulmonary tuberculosis. So that the accuracy of 
the modeling classification in binary logistic regression on tuberculosis at the Sentosa Baru Health Center is 
64.9%.  
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E. Stepwise Method Comparison 

 After getting the results from the two versions of the stepwise method, namely forward selection and 

backward elimination, a comparison of the two models will be carried out to obtain the best model based on 

the AIC method.  

Table 13. Stepwise Method Comparison 
 

Models 1 2 

Methods Forward Backward 

-2 Log Likelihood 256,916 247,817 

Classification Accuracy 66% 64,90% 

Significant Variables Age Age 

 
History of Diabetes Mellitus BCG Immunization 

 
HIV Infection History of Diabetes Mellitus 

AIC 28,527 41,664 

Forward selection produces the best model with an AIC value of 28,527 compared to backward 

elimination with an AIC value of 41,664. Due to the forward selection method, the factors that significantly 

influence the occurrence of tuberculosis are age, history of diabetes mellitus, and HIV infection. 

 

F. Binary Logistics Regression Model  

The significant variables obtained based on the forward selection method are variables X1, X6, and X7, 
so that the regression coefficient values are obtained as follows:  

Table 14. Regression Coefficient 

Variabel ꞵ 

Constant 2,802 

age -1,056 

History of Diabetes Mellitus -0,614 

HIV Infection -2,477 

The logit model generated from binary logistic regression based on significant variables is as follows: 

g(x) = 2,802 – 1,056 X1– 0,614  X6 – 2,477 X7 

Based on this model, the calculation of the probability function generated as follows: 

 

𝜋(𝑥) =
𝑒2,802 – 1,056 𝑋1– 0,614  𝑋6– 2,477 𝑋7

1 + 𝑒2,802 – 1,056 𝑋1– 0,614  𝑋6– 2,477 𝑋7
 

Odds Ratio The value of the odds ratio (Exp(β)) on the factors that influence tuberculosis at the Sentosa 

Baru Health Center based on the model formed can be seen in tabel below. 

Table 15. Odds Ratio 
 

Variabel ꞵ Exp(ꞵ) 

Age (X1) -1,056 0,348 

History of Diabetes Mellitus(X6) -0,614 0,541 

HIV Infection (X7) -2,477 0,084 
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Based on the table above, the age variable has an odds ratio of 0.348, which means non-productive age 

has a 0.348 times lower risk of developing pulmonary tuberculosis than productive age. The variable history 

of diabetes mellitus has an odds ratio of 0.541 which means that having no history of diabetes mellitus is 

0.541 times lower than having a history of diabetes mellitus. The HIV Journal of Mathematics Technology 

and Education Vol. , No. , 2022 15 infection variable has an odds ratio of 0.084, which means that those who 

are not infected with HIV are 0.084 times less likely to have pulmonary tuberculosis than those who are 

infected with HIV. 

 

Conclusions  

Based on the results and previous discussions, the best model obtained from the stepwise method is 

forward selection with the lowest AIC value of 28,527. The binary logistic regression model obtained is  

g(x) = 2,802 – 1,056 X1– 0,614  X6 – 2,477 X7 

From this model, only 3 of the 7 predictor variables that have a significant effect on tuberculosis are X1 

(age), X6 (history of diabetes mellitus), and X7 (HIV infection). The coefficient of age is -1.056 with an odds 

ratio of 0.348 which means non-productive age has a 0.348 times lower risk of developing pulmonary 

tuberculosis than productive age. The variable history of diabetes mellitus has a coefficient of -0.614 with an 

odds ratio of 0.541 which means that having no history of diabetes mellitus is 0.541 times less likely to have 

pulmonary tuberculosis than having a history of diabetes mellitus. The HIV infection variable has a 

coefficient of -2.477 with an odds ratio of 0.084, which means that those who are not infected with HIV are 

0.084 times less likely to have pulmonary tuberculosis than those who are infected with HIV. 
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